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Abstract

Statisticaltools,previously developed for nonlinear least-squares

estimation of multivariate sensor calibration parameters and the

associated calibration uncertainty analysis, have been applied to
single- and multiple-a_'is inertial model attitude sensors used in wind

tunnel testing to measure angle of attack and roll angle. The anal-

ysis provides confidence and prediction intervals of calibrated sensor
measurement uncertainty as functions of applied input pitch and roll

angles. A comparative performance study of various e_'perimenlal

designs for inertial sensor calibration is presented along with corrob-
orating e_perimental data. The importance of replicated calibrations

over e_'tended time periods has been emphasized; replication provides

independent estimates of calibration precision and bias uncertainties,
statistical tests for calibration or modeling bias uncertainty, and sta-

tistical tests for sensor parameter drift over time. A set of recom-

mendations for a new standardized model attitude sensor calibration

method and usage procedures is included. The statistical information

provided by these procedures is necessary for the uncertainty analy-

sis of aerospace test results now required by industrial users of wind

tunnel test facilities.

1. Introduction

The standard instrumentation used at the Langley Research Center (LaRC) for measuring

model attitude in the wind tunnel is the inertial angle of attack (AOA) sensor package described

in reference 1. Langley Research Center has employed the inertial sensor as the primary AOA

measurement system during the past 30 years. Various aspects of inertial model attitude

measurement have been subsequently reported in references 2 to 4. In particular, reference 2

describes data reduction techniques for model attitude measurements in pitch and roll and pitch

measurement only at zero roll. Typically, the LaRC AOA package provides static model attitude
measurements at accuracies of 4-0.01 °

Because of signal-to-noise ratios as low as - 100 dB commonly encountered in wind tunnel test

facilities, heavy low-pass filtering in the bandwidth range of 0.3 to 0.6 Hz is necessary for static

attitude measurement (ref. 3). Therefore the inertial system is suitable only as a static attitude

measurement device and is not useful for dynamic attitude measurement. In addition, the inertial

accelerometer has been found to exhibit an offset error due to centrifugal forces developed in the

presence of repetitive model motion in yaw and pitch encountered at high dynamic levels during

tests, as discussed in reference 4. Although optical sensors, which are insensitive to centrifugal

errors, are used increasingly for both static and dynamic model attitude measurement, the

inertial sensor remains important for high-precision primary measurement, calibration of optical

systems, and optical system backup during poor test section visibility.

Inertial model attitude sensor packages have been calibrated at LaRC by means of four- and

six-point tumble tests. The tumble test technique, easy to implement through the use of simple

precision leveling devices, has been adequate in the past. It, however, does not provide adequate

spatial resolution for modeling precision or statistical uncertainty information now required by

test facility users. Also, current calibration procedures do not employ replication, necessary for

independent estimation of sensor bias and precision uncertainties and for assessment of long-term

drift.

Multiple-point replicated calibration is now feasible and convenient through use of the

automatically controlled calibration dividing head and modern computerized control and data



acquisitionsystems.Statisticaltools recentlydevelopedin reference5for generalestimationof
multivariatesensorcalibrationparametersandthe associatedcalibrationuncertaintyanalysis
areappliedin this publicationto multiple-pointreplicatedcalibrationof inertialAOA packages.
Thesestatistical tools, appliedto one-,two-, and three-axisinertial sensorpackages,allow
comparisonof experimentaldesignsfor calibration, computationof calibration confidence
intervals, and prediction intervals as functions of applied inputs, independentestimation
of calibration bias and precisionuncertainties,and detectionof long-termparameterdrift.
Experimentalcalibration data are presentedto demonstrateand verify the efficacyof the
technique.

Basedon thetheoreticalanalysisandexperimentalcalibrationresults,a setof recommenda-
tionsfor modelattitudesensorcalibrationandusageisproposed.The recommendedprocedures
maybe readily implementedby meansof modernautomatedcalibrationapparatus.The sta-
tistical informationthus provided,not previouslyavailableto test facility users,is necessary
for determinationof overalluncertaintyof aerospacetest resultsnowrequiredby industrialtest
facility users.

2. Pitch and Roll Measurement

2.1. Angle of Attack MeasurementWithout Roll

Useof the single-axisinertial angleof attack (AOA)sensorin windtunnel facilitieswithout
roll allowssimplified data reduction,as describedin reference2; the uncertainty analysis
describedbriefly in reference5 is extendedhere. Misalignmentof the accelerometersensitive
axiswith respectto theAOApackagex-axis is represented by the angle, denoted by 6_,, between

the projection of the sensitive axis onto the x-z (pitch) plane and the x-axis. Roll angles during

calibration and facility usage are assumed to remain zero. The sensor output is given by the

following equation:

v, =<+& sin(_-<,) (1)

where v_, is the sensor output in volts, b_, is the sensor offset in volts, S_, is the sensitivity in volts

per g unit, c_ is the pitch angle in radians, and 6_, is the pitch misalignment angle in radians.

Note that acceleration of gravity g is normalized to unity in all equations.

2.2. Model Attitude Measurement With Roll

For single-axis or multiple-axis attitude measurement with roll, the inertial sensor axis

misalignment must be characterized in three-dimensional (3-D) space. At LaRC the sensitive

axis of the x-axis sensor is represented as lying on the surface of a cone, aligned with the x-axis

of the sensor package, whose vertex is located at the origin of the package coordinate system.

The semivertex angle of the cone, denoted by f2, is termed the "coning angle." Looking in the

positive x direction, the angular position of the pitch sensor axis on the surface of the cone is

specified by angle A_, measured counterclockwise from the positive y-axis to the pitch sensor

axis; angle A_ is termed the "azimuth angle." As indicated in appendix A and reference 2, the

sensor output equation is given by the following form:

_ = v_+ S_[cosa_ sin _ - sin a_ cos _ sin(_ + A_)] (2)

where R denotes roll angle and subscript x denotes pitch sensor parameters. Angles are in

radians. If roll angle R is known, input angle c_ is inferred by inverting equation (2) to obtain

q+ [tan_ (_+A_)]
]

= arcsin _/cos2_ + sin_(_ + m_) sin_ _] arctan
sin (3)



Multiple-axis inertialattitude measurement packages, designed for simultaneous measure-

ment of pitch and roll angles, employ two orthogonally placed accelerometers aligned nomi-

nally with the x- and y-axes of the model, or three orthogonally placed accelerometers aligned

nominally with the x-, y-, and z-axes of the model. Coning angles f2 v and f2_ and azimuth angles

A v and A_ for the y-axis and z-axis sensors are defined analogously to f2_ and A_. The x-axis

sensor output is given by equation (2). The y-axis sensor output, obtained in appendix A, is
found to be

_:,= b:,- S:,[cosa:, sin _ cos _ - sin a:, (sin A:,sin _ - cos A:, cos _ cos _)] (4)

Given observed outputs v_ and vv, the corresponding inputs c_ and /_ are inferred by

simultaneous solution of equations (2) and (4) via an iterative method. However, as shown

later a useful solution does not exist near a = -t-90 ° or /_ = -t-90 °, where the 2 x 2 Jacobian

matrix of the system of equations (2) and (4) with respect to a and/_ b ecomes singular or poorly

conditioned. It can be shown that the Jacobian matrix must be nonsingular for the existence of

a solution (ref. 6).

As shown later, the singularities near R = -t-90 ° are eliminated by addition of the z-axis

sensor, whose output, obtained in appendix A, is found to be

_ = b_- S_[cos_ cos _ cos _ - sin _ (cos A_ sin _ - sin A_ sin _ cos _)] (5)

The 3 x 2 aacobian matrix of the system of equations (2), (4), and (5) has rank 1 at c_ = 4-90 °,

and rank 2 elsewhere for f2 < 10 ° as is shown subsequently. Inputs c_ and /_ are estimated by

leas>squares solution of the overdetermined system of equations (2), (4), and (5), provided that

the Jacobian matrix has rank 2. At c_ = 4-90 °, estimated pitch angle can be determined within

the accuracy of the y-axis and z-axis sensors, although roll angle cannot be determined. Note

that calibration parameters b, S, f2, and A of sensors x, y, and z are independently determined.

a. Experimental Designs for Calibration

Experimental designs for calibration of the single-axis AOA sensor without roll, the single-

axis pitch sensor with roll, and the multiple-axis package are now analyzed by using nonlinear

multivariate uncertainty analysis techniques and notation developed in reference 5. Let % denote

the 3 x 1 parameter vector for the single-axis sensor without roll as follows:

and let z denote the vector of independent variables, which contains the single element c_. The

calibration experimental design D consists of K-element set g_, = {c_,..., c_,c} C_ [C_min,C_..... ].

The K x 1 design matrix Z is then

Z = [<..._,d _ (7)

Similarly, let %,

therefore,
cv, and % denote 4 x 1 vectors of x-, y-, and z-axis sensor parameters with roll;

c._= [C s_ _ A d_ ]

% [b:_S:_ f_v A:_]¢

and let z denote the 1 x 2 vector of independent variables

(s)

= [,__] (9)



The calibration experimental design contains K pitch-roll angle pairs, where the pitch angle is

selected from set g_, C_ [alvin, a ..... ] containing N values, and the roll angle is selected from set

g_ C [J_lllin, J_lllgX]_ containing M values; thus

JBR = {R1, R2, ..., K_e}
(10)

= b_ - S_[cos _ cos Ra. cos aa- - sin _ (cos A_ sin aa- - sin A_

Note that equation (13) is a special case of equation (14), where

A_ = r_/2

R_.= 0

4

and

At the kth calibration point of the single-axis sensor without roll, where k = 1, ... ,K,

element k of observation vector v(, is obtained from equation (1) as

v,_. = L(<,,z 0 = b, + &[cos ¢, sin _. - sin ¢, cos _.] (13)

Similarly, for sensors with roll, vectors v_, vv, and v_ are obtained by using equations (2), (4),

and (5) as

v_z. = f._(c_,za.) = b_ + S_[cos _ sin c_a. - sin _ cos c_a. sin (Ra. + A_)] (14)

= _:_- s:_[cos_:_sin <. cos _. - sin _:_(sin A:_sin _. - cos A:_cos _. cos _)] (1_)

from sets fi_, and fi> represented by K x 2 design matrix Z as

(_1 (_1 ' ' ' (_1 dl_2 dl_2 ' ' ' dl_2 ' ' ' CI;N CI;N ' ' ' CI;N

Z=
R1 R2 '" R:_,I R1 R2 '" R:_,I "' R1 R2 "' R:_,I

(11)

Although, as is shown, design D has desirable properties, its possibly large cardinality may

become experimentally impractical. Fractional experimental designs constructed as subsets of D

are described later and provide more efficient calibration with adequate prediction uncertainties.

The considerable available literature on design of efficient experiments is not reviewed in this

publication.

Let the corresponding a-, y-, and z-axis sensor output observations be denoted by K × 1

vectors v_, vv, and v_ as follows:

Vx z [ Uxl

Vlq z [ Uiql

Vz z [ Uzl

3.1. Observed Sensor Outputs

v_2 " v_ic]¢ /

/_);q2 • • 'U;qK ]%

Uz2 • • UzK] T

(12)

(17)

The experimental design of primary interest, denoted by D, contains K = MN ordered pairs



For K observations, equations (13) to (16) are extended to vector function notation as

(18)

Vectops v_,, vv, and v_ are defined analogously.

3.2. Evaluation of Gradient Matrices

The 3 x 1 gradient vector of f<,(c_,,z) with respect to c_, is given by

os<,(_,,_)_[os<,(<,,_)os_(<,,z)os<,(<,,_)7_ (19)
f<'c= _cc7 -[ Oh<, cYS<, c9_ <, J

The 4 x 1 gradient vectors_ f_(c_,z) with respect to c_, fv(c.,z) with respect to %, and f_(c_,z)

with respect to c_ are obtained as follows:

fc= Oc - [ Ob OS Of2 OA J
(20)

Element-by-element evaluation of equation (20) for the x-axis sensor is as follows:

Lb- 0b._ =1 (21)

where

A_,- - cos a., sin _ - sin a._ cos _ sin (S_+ A.d (22)
cYS_

= -&[sin a._ sin _ + cos a_ cos _ sin(s_+ A.d] = &¢._ (23)
(9_ x

of._(¢._,z)
LA - OA_ - -s_ sin a_ cos _ cos(s_+ A.d = s._<_¢._A (24)

q_._ _= -sin f2._ sin c_ - cos f2._ cos c_ sin (/_ + A._)

¢._A- -cos _ cos(_ + A.d

w._ = sin f2._

To evaluate the gradient terms of equation (19) for the single-axis sensor without roll,

the values of equation (17) into equations (21)to (23).

Similarly equation (20) is evaluated for the y-axis sensor as follows:

(%)

(%)

(27)

substitute

Ofv(c v,z)
f.vb = -- 1

Obv
(%)

OS:.
-- cos f2:, cos c_ sin /_ + sin f2:, (sin A v sin c_ - cos A v cos c_ cos/_) (29)

OL(c,,_)
L_ - - S,[sin a, cos _ sin S_+ cos a, (sin A, sin _ - cosA, cos _ cos S_)]

0_7 v

(30)



where

q_v_ _= sin f2:vcos c_ sin R + cos f2:v(sin A v sin c_ - cos A v cos c_ cos R)

¢:vA= cos A v sin c_+ sin A v cos R cos c_

w v =_ sin f2v

Evaluation of equation (20) is similar for the z-axis sensor as follows:

(32)

(33)

(34)

Ok(c_,z)
Lb- - 1 (35)

f_, - - cos f_ cos c_ cos R + sin f_ (cos A_ sin c_ - sin A_ cos c_ sin R) (36)

An - -- S_[sin Qv cos c_ cos R + cos f2_(cos A_ sin c_- sin A_ cos _ sin R)]

(37)

fzA _

where

-- S_ sin f2_ (sin A_ sin c_+ cos A_ sin R cos c_) = S_w_¢_A

For calibration of sensor packages with roll,

obtained from equation (20) as

(38)

0_ = sin a_ cos _ cos _ + cos a_(cos A_ sin _ - sin A_ cos _ sin _) (39)

<A - - (sin A_ sin _ + cos A_ sin _ cos _) (40)

w_ = sin f_ (41)

define K x 4 gradient matrices F_c , Fw, and F_,

where fb, £s', fa, and fA denote columns 1, 2, 3, and 4, respectively, of matrix F_. The K x 3

matrix F_,_ is similarly defined for the single-axis sensor without roll.

Reference 5 shows that the least-squares estimate of c, denoted by _, is individually obtained

for sensor x, 9, or z by solving the following K x 1 system of nonlinear equations for c:

,,/vc,iv z,]:0 (43)

where v is the K x 1 vector of observed outputs, and o-_Uy is the K x K output uncertainty

covariance matrix, where o-_ is the measurement variance. The L x L moment matrix R (ref. 5)
is given by the following equation:

0h(v, c) = F_r
R = 0c ¢ UY_ F¢ + HE (44)



where fcci/

where the ij th element of L x L matrix H E is given by

h_j = [v - f(c, Z)]¢Uy_fc_/ (45)

is the ijth column vector of length K contained in L x L x K array F_ defined by

0F_(c,Z) 02f(c,Z) (46)
Fc_ - c_c - c_c2

where 1 _< i, j _< L, L = 3 without roll; and L = 4 with roll. Matrix HE, evaluated in

appendix B, is negligible unless the least-squares residuals are large. Indeed, note that term

- [v- f(_, Z)] in equation (45) equals the vector of residuals following least-squares estimation

of c. The norm of _, equal to the root sum of squares of its elements, is defined as

I1 11= =
\/c=1

(47)

Reference 5 shows that the expected value of I1 11equals (K-L)V2o-E, where o-E is the standard

deviation of the measurement error. Therefore, if ere is small, matrix HE can be neglected in

equation (44) for uncertainty analysis. See appendix B for details.

The standard error SE, defined individually for sensor x, 9, or z as

v -L

provides an unbiased estimate of o-E. For the special case where Uy = I and where H E can be

neglected, moment matrix R becomes

R= S_S_ (49)

The covariance matrix of estimated parameter vector _" is then given by (ref. 5)

= (50)

A confidence ellipsoid for _ at confidence level 1 -c_ is defined by the following inequality (ref. 5):

(c - _)_R _(c - _) _< (I< - L)S_F_,,_ _(_) (51)

where Ft,/t((_) is the (_-percentile value of the F-distribution with L, K- L degrees of freedom.

3.3. Sensor Output Variance Function

In reference 5, the variance function cry(z) of predicted outputs v_+, _:¢, and _, respectively,

for sensor x, y, and z is given by the following quadratic form:

cr_(z._.._)= f_¢(z)E_fc(z) _ f_¢(z)R xf_(z) (52)

The following three theorems, proved in appendix C, show that the output variance functions

of the x-, y-, and z-axis sensors are independent of the corresponding parameter vector c for

any calibration experimental design.
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TheoremI: Sensoroutput variancefunction cry(z) is independent of calibration parameters b
and S

Theorem II: Sensor output variance function cr_(z)is independent of calibration parameter f2

Theorem III: Sensor output variance function cr_(z) is independent of calibration parameter d

Note in equation (127), proof of Theorem 1 in appendix C, that variance function cr_(z) is

well-defined whenever matrix P (eq. (129)) is nonsingular. Thus er_(z) exists for w - sin Q = 0

where matrix R is singular. Matrix R is evaluated analytically in appendix D.

From Theorems I to III, the conclusion is drawn that variance function er_(z) of predicted

output _ is independent of calibration parameters b, S, _, and A for the x-, 9-, and z-axis

sensors. Hence, sensor output uncertainty depends only upon experimental design values of c_

and R and measurement variance o-_.

3.4. Experimental Design Figure of Merit

Box (ref. 7) defines a figure of merit V for any experimental design as the mean value of the

output variance function over test volume -_, normalized by the number of calibration points

and the measurement variance. (See also ref. 5.) The value of V for experimental design D is

obtained with the help of equation (147) as

_<qnax / RntaxI{l.[ er_(z) dx MN ._._,1,P 1,l# dRda._.

V = _ _ = n_,_ -' Rn,i,_ (53)

o-_ dx dR dc_
rain J Rnfin

Design figures of merit are equal for x-, 9-, and z-axis sensor output uncertainties. The

numerator of equation (53), which contains integrals of cross products of the elements of gradient

vector 0c, is evaluated in appendix E as

4 4

Kv --/ qR(z) dx = _., ....[R ....-_-.,_P I,_TdRd_-_-. = _ _ Pi.ilI_ij (54)
nfin d Rm_ i=1 j=l

where P_.i x is the ijth element of the inverse of matrix P defined in equation (129) and terms

I,_i are defined in appendix E. The figure-of-merit expression

MNV, v
v _ (55)

hb

is obtained in appendix E. Definite integral Ibb is defined for the x-axis sensor in equation (214).

Values of V for selected experimental designs are given later.

4. Evaluation of Variance Function for Special Experimental Designs

4.1. Experimental Designs

Three special calibration experimental designs, denoted by Do, D1, and T, are considered as
follows:

Minimal design Do: A special case of design D

1. Pitch angle set t3_, contains N points in the closed interval [Oqnin , O_..... ]

2. Roll angle set t3R contains M unique principal angle valued points, uniformly distributed

over closed interval [-re, re - AR], where AR = 2re/M



Minimal designDI: A specialcaseof designDO

1. Pitch angleset6_,containsN unique principal angle valued points uniformly distributed

and centered about zero over the closed interval [-5 ...... 5 .... ], although 5 ..... may equal

rr, where 55 = 25 ..... /(N- 1).

2. Roll angle set BR equals that of design Do

Parts 1 of designs D o and D 1 apply for calibration without roll. Designs D o and D 1 may also

be constructed of multiple copies of a minimal Do or D1 design, respectively. For example, a

typical pitch calibration proceeds from 51_in to 51_n, followed the same points in reverse order

from 5 ..... to 51_ n. The properties of design D variance functions derived in sections 4.2 and 4.3

are preserved under reordering, randomization, and replication.

Design T

1. Six-point "tumble" calibration with roll

The single-axis or multiple-axis sensor package with roll is calibrated only at cardinal

angles; experimental design matrix Z is as follows:

Z

71" 71"

-7 0 7rr 0 O]0 0 0 0 rr rr
2 2

(56)

2. Four-point tumble calibration without roll

The single-axis sensor package without roll is calibrated only at cardinal angles; experi-

mental design matrix Z is as follows:

z = - o 7 (57)

Moment matrix R and its related matrix P are evaluated analytically in appendix D in

equations (206) to (213) for computation of variance function c_(z). Because c_(z) is independent

of parameters b, S, f2, and A, the following parameter values are chosen for simplification:

s=lb=f2=A=0}
(58)

The values listed in equations (17) are selected for computation of variance function o-_(z)
without roll.

4.2. Variance Function for Design Do

Sensor output variance o-_._(za.) for design Do depends only on the number of pitch calibration

points N, the number of roll calibration points M, the pitch angle calibration range 5 ...... and

the pitch angle 5 a. as shown by the following. The output variance for x-, y-, and z-axis sensors

is given by equation (147) as

where 0_ is defined in equation (128) and matrix P is evaluated in appendix D (eq. (129)). The

following theorem, proved in appendix C, shows, for calibration with roll, that the pitch angle

sensor output uncertainty is independent of roll angle /_ for design Do.



TheoremIV: Let roll anglecalibrationset6_, definedin equation(10),containK = NM points

uniformly spaced over the interval [-rr, rr- 5R], where M and N are integers,

5R = 2triM, and the principal value of each angle contained in 6 R occurs with

the same frequency; then the pitch sensor output variance is independent of roll

angle R.

For calibration without roll, equations (21), (22), and (25), evaluated by using the parameter

values of equations (17), become

f._b = 1 "]

L._=sin_ / (60)
(fi.cQ ---- --COS O_

With the help of equations (176) to (203),

F T*nbb FnbS Pnbf2 1

e_ = _"_'_' _"'_"_' P"'_'_I (61)

J
where

Fc% b z IV

FabS _ SA

pnbf 2 = --_'c,

1

p.,_,_= _ 7S>,

Z

(62)

and where Ca, C., S2., and C2, are defined in equations (165) and (166).

4.3. Variance Function for Design D1

For design D1, matrix P for the x-, y-, and z-axis sensors simplifies to the following diagonal
form for calibration with roll:

P

I rbb 0 0 0rx_, 0 0
0 p_ 0

0 0 pA A

(63)

Inverse matrix P 1 is given by

p lz

1
0

0
PS S

0 0 1

1
PA A

(64)
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Combine equations (59) and (64) to obtain x-, y-, and z-axis sensor output variances as

--- +--+--+-- (6a)
0-2 _bb _SS p_ pAA

Equation (65) is evaluated for design Dx with the help of equations (148) and equations (176)

to (203); after simplification the normalized x-axis sensor variance is obtained as

_(z) 1 2[x + c2,, + (x - 3c2_,)cos_ _]
- + (66)

where 6'2, is defined in appendix D (eqs. (172)). It is shown in appendix D that
_r<v(z) = _r_._(z) = _r_._(z). Equation (66) shows that the variation of _r_._(za.)with c_a.is concave

upward about zero pitch for C>, > N/3 and concave downward about zero pitch for C2_, < N/3.

Normally, maximum attitude measurement accuracy is desired near zero pitch.

For calibration without roll via design Dx, variables $4 = 0 and $2_, = 0; equations (62)

change accordingly. The variance function is shown to be given by

o-_._(z) (1/2)(N + c_,) - 2<, cos _ + N cos_ 2 sin 2 c_
-- + (67)

4.4. Variance Function for Design T

For single-axis or multiple-axis six-point tumble calibration with roll, matrix P (eq. (129))
simplifies to the following diagonal form for x-, 9-, and z-axis sensor,s:

P

! 0 0 0

2 0 0

0 2 0

0 0 0 2

(68)

From equations (154) and (65), the variance function is

2 3
O-x

(69)

After multiplying by the number of calibration points, the normalized standard deviation is
found to be equal to 2.

For single-axis four-point tumble calibration without roll, matrix P becomes

[!00]P= 2 0 (70)
0 2

The variance function is

_ 4
(71)

After multiplying the variance function by the number of calibration points, the normalized
standard deviation is found to be equal to 31/2.
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5. Confidence and Prediction Intervals

5.1. Multiple-Axis Sensor Uncertainty

For arbitrary input z0, the calibration confidence interval of the corresponding predicted

sensor output v0, for sensor x, 9, or z, is defined by the following expression:

= I 0- **c4( )SE[f (z0)R  fc(z0)] (72)

where SE is the standard error of the regression and ta.(a ) is the a-percentile value of the

two-tailed t-distribution with k degrees of fi'eedom, denoted the precision index (ref. 8); x,

y, and z subscripts are elided. The corresponding prediction interval (ref. 5) of a single new

measured output is defined as

[ 4](SYp_) _ tic 4(ct)SE Q(z0)R lfc(z0) + cr_J (73)

where cr_ is the variance of the new measurement and cr_ is the calibration measurement variance.

5.2. Single-Axis Pitch Sensor Uncertainty With Roll

New measurement data reduction for the single-axis pitch sensor with roll requires inde-

pendent measurement of roll angle /_ whose variance, denoted by er_, is independent of the

calibration uncertainties and the pitch sensor output measurement uncertainty. The calibration

confidence interval is given by equation (72). The prediction interval is given by

(5_.p(/ _< tic 4(ct)SE[f:(z0) R lfe(z0 ) -}-o'_ -}- f._Ro'_] 1/2cr_ J (74)

where

oL _ + A.d
£R = "_ -- S_ sin f2_ cos c_0 cos

and where c_0 and/_0 are the new pitch and roll angles, respectively.

(75)

5.3. Parametric Studies of Experimental Designs

Figures 1 to 5 illustrate the variation of sensor output uncertainty with pitch at selected

parameter values for various experimental designs. Recall that uncertainties for x-, y-, and z-axis

sensor output are identical. Uncertainties are shown as standard deviation functions normalized

by sensor measurement uncertainty crE and (MN)V2, where M and N are the number of roll

and pitch calibration points, respectively. Note that calibrations without roll are normalized

by NV2. Confidence intervals are readily obtained fi'om normalized standard deviation curves.

For comparison, normalized tumble test uncertainty curves are shown with those of the higher

order experimental design in each of figures 1 and 2. Note that the low cardinality of

tumble calibrations causes high calibration uncertainties compared with higher order calibration.

Although the normalized tumble calibration uncertainties are comparable with those of the

higher order designs, the unnormalized tumble calibration uncertainties will increase by the

factor (65/4) _/2 in figure 1 and by (65/6) _/2 in figure 2 compared with the uncertainties of the

higher order designs.

For comparison, table 1 presents the normalized mean standard deviations V 1/2, where V

is the figure of merit defined in equation (53), for calibration designs with roll from figures 2

to 5, evaluated over the calibration range. In addition, the normalized mean standard deviations
171/2

evaluated over reduced usage ranges, denoted by "R , are shown.
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5. 3. 1 Single-axis pitch sensor without roll. Figure 1 illustrates the variation of normalized

sensor output standard deviation with pitch angle for design D1 for calibrations over the ranges

from -30 ° to 30 °, -45 ° to 45 °, -90 ° to 90 ° , and -180 ° to 180 ° , respectively, for N = 65. The

constant normalized standard deviation for the four-point tumble calibration is shown in each

figure for comparison. Note in figures l(a), (b), and (c) that sensor uncertainty is low within

the center 50 percent of the calibration range and increases rapidly outside the center range.

Calibration from -180 ° to 180 ° produces nearly constant uncertainty approximately equal to

that for the four-point tumble calibration and at a level 17 percent greater than that in the

center ranges of the calibration designs from -90 ° to 90 ° and less.

5.3.2. Single- or multiple-axis attitude sensor with roll. Some effects of spacing test

points uniformly and nonuniformly on the mean normalized standard deviation using designs Do

and D1 are illustrated in figures 2 through 5 and summarized in table 1. Figure 2 illustrates the

variation of sensor output standard deviation G.._ with pitch angle for design D1, for maximum

pitch calibration angles of 30 °, 45 °, 90 °, and 180 °, respectively, and for values of 5? from the set

{5, 9, 17, 33, 65}. For comparison, the constant normalized standard deviation for the six-point

tumble calibration design T is indicated in each figure. As shown in Theorem IV in section 4.2,

cr_._ is independent of roll with design Do and, hence, with design D1. From equation (66), the

normalized curves are independent of M. Note in figures 2(a) and (b) that the uncertainty

curves concave upward about 0° for calibration designs with c_..... < 45 °.

Figures 2(c) and (d) show that calibration for a -- -90 ° to 90 ° and -180 ° to 180 ° produce

uncertainty curves concaved downward about 0 ° with significantly greater uncertainty at 0 ° than

at ±90 ° . Indeed, equations (172) of appendix D shows that C_, < 0 for a ..... -- 90 ° and C>, -- 1

for a ..... -- 180 °. In these cases fl'om equation (66) the pitch sensor uncertainty curve should
concave downward for all N over from -90 ° to 90 °.

The results illustrated in figure 2 are summarized in columns 2 to 5 of table 1. Row 3 indicates

the pitch angle calibration range, row 4 contains the mean normalized standard deviation over

this range, row 5 indicates the reduced "usage range" over which measurements are to be made,

and the final row contains the mean normalized standard deviation over the reduced "usage

range." Note that calibration over -45 ° to 45 ° slightly reduces the mean normalized standard

deviation V 1/l within the usage range over -30 ° to 30 ° compared with calibration over -30 °

to 30 °. However, calibration over -90 ° to 90 ° worsens V 1/2 by 12 percent within the usage range

fl'om-30 ° to 30 ° compared with calibration over -30 ° to 30 ° . For calibration over -45 ° to

45 ° or less, figures 2(a) and (b) demonstrate that the normalized curve shapes do not change

significantly as N varies fl'om 5 to 65. The results of figure 2 suggest that the AOA sensor should

be calibrated over -45 ° to 45 ° degrees for use in the normal -30 ° to 30 ° range.

The effects of unequally spaced pitch angle points within design D O are illustrated in figures 3

and 4 and in columns 6 to 8 of table 1. Each calibration is conducted over a pitch range fl'om

-30 ° to 30 ° with 5.63 ° roll increments, M = 64, and N = 33. In top plot of figure 3 pitch angle

calibration points, shown as circles, are closely spaced at 1° increments within a range from -10 °

to 10 ° and are more widely spaced at 4 ° increments for Ic_l > 14 ° . In bottom plot of figure 3,

pitch angle calibration points are closely spaced at 1° increments for Ic_l > 20 ° and are more

widely spaced with 4 ° increments for Ic_l < 16 ° . Note that the normalized standard deviation

curve of bottom plot of figure 3 is significantly flattened, although the minimum value is greater

when compared with top plot of figure 3. Table 1 indicates that the design of bottom plot of

figure 3 reduces V 1/2 by 10 percent compared with that of figure 3 over a usage range fi'om -30 °

to 30°; however, the latter design increases V 1/2 by only 1 percent over a usage range from -10 °

to 10°. The design of bottom plot of figure 3 reduces V 1/2 by 9 percent over a usage range of

-10 ° to 10 ° compared with design D1 of figure 2(a).
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Figure4 illustratesa designwhereinall calibrationpointsare locatedat -t-30 ° boundaries

except for a single center point at 0°; there is less variation of normalized standard deviation over

the calibration interval compared with figure 3. As discussed in reference 5, designs containing

a preponderance of boundary points reduce overall precision uncertainty at the expense of

increased bias uncertainty due to modeling error.

The results of figures 2 to 4 show that only small uncertainty reductions result from the use of

nonuniformly spaced pitch calibration sets compared with design D 1. If minimum uncertainty is

required over -10 ° to 10 ° the design of top plot of figure 3 provides a modest 9-percent average

uncertainty reduction compared with design D 1.

Figure 5 illustrates pitch sensor uncertainty for a modified D 1 design with N = 33 and

M = 65, with pitch angle uniformly spaced over -30 ° to 30 °, and roll angle uniformly spaced

over -180 ° to 180 ° with a repeated roll point at 180 °. A family of normalized standard deviation

curves is dependent on roll angle results, although deviation is small fl'om the corresponding

single uncertainty curve of figure 1 with design D1. Curves are shown for 13 uniformly spaced

roll values ranging over -180 ° to 180 ° . This modified design, convenient for experimental use, has

insignificant disadvantage compared with design D1. The mean normalized standard deviation
for this case is listed in the last column of table 1.

6. Computation of Inferred Inputs and Confidence Intervals

6.1. Single-Axis Sensor Without Roll

Given observed pitch sensor output v_,, the corresponding inferred pitch angle _ is estimated

by inverting equation (1) so that

vc, -- bc, )= arcsin + <, (76)

The uncertainty of _ is given by

& cos (_ - <,)

Then the standard deviation of a is given by

(77)

(78)

Figure 6 illustrates the normalized standard deviation of a versus pitch angle and shows that

inferred pitch angle uncertainty is unbounded near the extremes, a = -t-90 °.

6.2. Measurements With Roll

Given observed model attitude sensor outputs v_, vv, and v_, the corresponding inferred

applied pitch and roll angles, a and R, are estimated by simultaneously inverting nonlinear

equations (2), (4), and (5) as appropriate by means of Newton-Raphson iteration or other

iterative pro cedure.

6.3. Single-Axis Sensor Package With Independent Roll Measurement

For the single-axis pitch sensor with independently measured roll angle, inferred pitch angle

is computed from observed sensor output v_ with equation (3) as follows:

= arcsin

 /cos + sin + sin
+ arctan [tan _ sin (R + A_)] (79)
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Thusfrom equation(2) andreference5, the uncertaintyof inferredpitch angle_ at known
roll angleR is given by

6_ = 6v_ - S_ sin f2_ cos c_ cos(R + A_) 6R

s._[cos_._ cos _ + sin a_ sin _ sin(_ + A d]
(8O)

where 6R is the uncertainty of R. The standard deviation of _ is found to be

_2 z 2 [sin a_ _cos(_+&)]_4y/__a(z) = { _( )/£+ cos
Icos a_ cos _ + sin a_ sin _ sin(_ + A dl

(81)

where cr_ is the variance of independently measured roll angle R. If misalignment parameter t2

is zero, the standard deviation of _ simplifies to the following equation:

_a(_) = _"(_) (82)
Sz COS CI{

The in%rred pitch angle uncertainty is minimum at a = 0° and unbounded near c_ = 4-90 ° .

Normalized standard deviation curves, cr/;/cL._, for f2_ = 1° and A_ = 90 °, appear in figure 7 as

functions of a over -90 ° to 90 ° and in figure 8 as functions of R over 0 ° to 180 °. Figure 7 contains

two curves with measured roll angle uncertainties of 1 times and 10 times pitch sensor uncertainty,

respectively. For these cases, inferred pitch angle uncertainty does not vary significantly with

roll angle. Figure 8 contains three curves with measured roll angle uncertainties of 1 times,

10 times, and 100 times pitch sensor uncertainty, respectively. Inferred pitch angle uncertainty

varies significantly with roll only for the latter case. Note that the inferred pitch angle uncertainty

is approximately 15 percent greater at c_ = 30 ° than at c_ = 0°.

6.4. Two-Axis Sensor Package

The two-axis model attitude sensor package containing accelerometers aligned with the x-

and y-axes is suitable for simultaneous pitch and roll measurement within limits. As is shown,

measurement singularities exist at 4-90 ° pitch and near 4-90 ° roll. Let z denote the 1 x 2 vector

of inferred inputs corresponding to 1 x 2 observed output vector v, obtained by simultaneous

solution of equations (2) and (4), where

(83)

In addition, let f(C,z) denote the 1 x 2 vector of functions defined by transducer equations (14)

and (15) as follows:

f(C,z) = [f._(c._,z) f._(cv,z)] (84)

where 4 x 2 parameter matrix C is defined as

(85)

The 2 x 2 Jacobian matrix of equation (84) with respect to input vector z is given by

(86)
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where

and

L_, = S_[cos _ cos _. + sin _ sin _. sin (_. + A_)] _,

fL_ = -s._ sin _., cos _a-cos(Ra. + &)
(8r)

f,_, = S:,[cos_:_sin _. sin _. + sin _:, (sin A:, cos _. + cos A:, sin _. cos _.)] _,

ffv_ = -Sv cos c_a.(cos t2 v cos Ra. - sin t2 v cos A v sin Ra.)
(88)

1 solution to f(C,z) = 0 exists only if aacobian matrix F_ is nonsingular at z (ref. 5). The

singularity loci of matrix F_ are obtained by setting the determinant of equation (86) to zero.

Note that F_ is singular at c_ = +90 °. Figures 9(a) and (b) show the singularity loci as functions

of c_ and R where coning angles f2_ = f2 v equal 0.1 ° and 1°, respectively, for A_ = 0° and

Av = 90°; these loci nearly coincide with c_ = +90 ° and /_ = +90 ° for I_l _< 1°. Figures 9(c)

and (d) illustrate the previous case repeated for A_ = 90 ° and A v = 90 °. Note the significant

departure from /_ = 4-90 ° as c_ approaches 4-90 ° for If21 _> 0.1 °. Parametric studies show that

the singularity loci are dependent upon A_ and nearly independent ofA v for If21 _< 1°. Figure 9
illustrates the extreme cases.

As shown in reference 5, the uncertainty _ of inferred input vector _, corresponding to

observed output vector v, is obtained from the following equation:

_ = _ F7_ (89)

where 8_ = [f_ f_], and 5¢ = [fv_ _Svv] is the uncertainty of predicted output vector _. Thus

the 2 x 2 covariance matrix of_ is given by

E_ = FTTE_F71 (90)

Matrix E v is the 2 x 2 covariance matrix of _, whose diagonal elements cr_ and cr_ are
a R

estimated by means of equation (52). Confidence and prediction intervals for _ are obtained

from equation (90).

The normalized standard deviations of a and _, shown as cra/cr_._ and o-So-<v , are presented

for comparison in figure 10 as functions of/_ for selected x- and y-axis sensor output uncertainties

as /_ varies from -180 ° to 180 ° at pitch angles of 0°, 20 °, 40 °, 60 ° , and 80 ° and at coning angles

of 0.1 ° and 1 °. Sensor x and 9 outputs are assumed to be uncorrelated; hence, Ev is diagonal.

As seen in the figures, inferred roll angle is singular near /_ = 4-90 °. Consequently, x-axis

sensor misalignment correction accuracy is limited in this region, causing inferred pitch angle

uncertainty to increase sharply near /_ = 4-90 °, although the maximum pitch error is bounded

by coning angles f2. Roll certainties reach minima near /_ = 0 ° and 180 °.

In figure 10(a), x-axis sensor output uncertainty equals y-axis sensor output uncertainty, that

is, _r_ = _rv; however, _rv = 10<_ in figures 10(b), (c), and (d). The x-axis sensor azimuth A_ = 90 °

in figures 10(a), (b), and (c); A_ = 0° in figure 10(d). Comparison of figures 10(a), (b), and (c)

shows that, for f2 _< 1° and lal < 60 ° or 120 ° < lal < 240 °, the ten times less accurate y-axis

sensor does not significantly worsen inferred pitch angle uncertainty in the ranges I/_l < 85 ° and

95 ° < IRI < 265 °. However comparison of figures 10(a), (b), and (c) shows that the inferred

pitch angle uncertainty singularity near 90 ° widens as coning angle increases fi'om 0.1 ° to 1° for

crv = 10cr_. Figures 10(b) and (d) show that pitch angle uncertainty is least affected by roll for

A._=0 ° .
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Thez-y package is suitable for pitch-roll measurement in the range [[c_[ < 80 ° or 100 ° < [c_[ <

260 °] and [[/_[ < 60 ° or 120 ° < [/_[ < 240°]. Note that and and or are logical operators in the

above statement.

6.5. Two-Axis Sensor Package

The two-axis model attitude sensor package containing accelerometers aligned with the

x- and z-axes is not suitable for simultaneous pitch and roll measurement at typical wind tunnel

model test attitudes, since singularities exist near roll of 0° and 4-180 °, as well as at pitch of

-t-90 ° , as shown later. Let _ denote the 1 x 2 vector of inferred inputs corresponding to 1 x 2

observed output vector v, obtained by simultaneous solution of equations (2) and (5), where

(91)Jv _-[_ _]

let f(C,z) denote the 1 × 2 vector of functions defined by transducer equations (14)In addition,

and (16) as follows:

f(c,z) = [L(c_,z) k(c_,_)] (92)

where 4 x 2 parameter matrix C is defined as

C ---- cx i cz

The 2 x 2 a acobian matrix of equation (92) with respect to input vector z is given by

[0f(C,
rz t _)] = [s._<_ s_<_= f._ f_] (94)

L<_= S_[cos _ sin _. cos _. + sin _ (cos A_ cos _. + sin A_ sin _. sin <.)] ].

ff_ = S_ cos c_a. (cos f_ sin Ra. - sin f_ sin A_ cos Ra.)

where

(95)

Figures ll(a) and (b) show the singularity loci of matrix Fz as functions of c_ and R for

A._ = 90 ° and A_ = 0°, where f2._ = f2_ ranges from 0.1 ° to 1°; the singularity loci nearly coincide

with the lines c_ = -t-90 °, and the lines R = 0° and R = 180 ° for I_1 _< 1°. Figures ll(c) and (d)

illustrate the previous case repeated for A._ = 0° and A_ = 0°; note the significant departure from

R = -t-90 ° as c_ approaches -t-90 °, for I_1 _>0.1 °. Parametric studies show that the singularity

loci are dependent upon A._ and nearly independent of A_ for I_1_<1°

The m-z package is useful for pitch measurement from c_ = -180 ° to 180 ° with independently

measured roll R except for the points {c_,R} = {-t-90 °, + 90°}, as is now shown. Given observed

package output v at known roll /7, c_ is estimated by least-squares solution of overdetermined

system (eq. (92)), where the uncertainty of the estimate is

and where

It is readily shown for f2_

(96)

[
f<,- [ _ ] =[L<_ f_<J (97)

= f2_= 0° that

f_,f_T= (1 - cos_ _) cos__ + cos_ (98)
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for which case the estimated pitch angle uncertainty is unboundedonly at the points
= {+90o,+ 90°}.

It is seen that the x-z package is satisfactory for pitch measurement fi'om c_ = -180 ° to 180 °,

where roll R is measured independently, except for the points {c_,R} = {-4-90 °, -4-90°}. Although

it is capable of simultaneous pitch-roll measurement, the usable range, limited to [Ic_l < 80 ° or

100 ° < Ic_l < 260 °] and [30 ° < IRI < 150°], excludes typical wind tunnel model attitudes.

6.6. Three-Axis Sensor Package

The three-axis sensor package, with accelerometers aligned with the x-, y-, and z-axes,

is suitable for simultaneous pitch-roll measurement at all attitudes, except c_ = -4-90 ° where

R cannot be determined, as shown subsequently. Let _ denote the 1 x 2 vector of inferred

inputs corresponding to 1 x 3 observed output vector v, estimated by least-squares solution of

overdetermined equation system (eqs. (2), (4), and (5)), where

In addition,

to (16) as follows:

f(C,z) = [L(c._,z) f_(c:_,z)k(c_,z)]

where 4 x 3 parameter matrix C is defined as

(99)

let f(C,z) denote the 1 x 3 vector of functions defined by transducer equations (14)

(100)

' ' ] (101)C_ CxlCylC z

The 2 x 3 Jacobian matrix of equation (100) with resPect to inPut vector z is given by

where the elements of F_ are defined in equations (87), (88), and (95).

A least-squares estimated solution to the 3 × 1 system f(C,z) = 0 exists only if F_ has rank 2,

or equivalently, if 2 × 2 moment matrix F_F_ is nonsingular. Clearly, F_F_ is singular for

c_ = -4-90 °. General analytic computation of the remaining zeros of det (F_F_) is unmanageable.

However, parametric computations show that F_F_ is nonsingular for all values of R, A, and

¢ +90 ° whenever If_l < 10°. The singularity locus of F_F_ for f2_ = f2:v = f2_ = 45 ° and

A_ = A v = A_ = 90 ° is shown in figure 12; this case is primarily of academic interest since

typically < 1°.

It is shown in reference 5 that the uncertainty _ of inferred input vector _, relative to

observed output vector v, is obtained from the following equation as

(103)

where _ = [_ _]. Note that _ = [_v_ _v v _v_] is the uncertainty of predicted output vector

_. It follows that the 2 x 2 covariance matrix of _ is given by

r_ = (S_S_) _S_r_S_ (S_S_) _ (104)

where E_ is the 3 x 3 covariance matrix of _. Confidence and prediction intervals for _ are

obtained from equation (104).
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To determineclosed-formvariancefunctionsof inferred inputs _ and_ for the three-axis
sensorwithout misalignmenterrops,evaluategradientmatrix F_usingthe parametervaluesof
equation(58)asfollows:

F_ = [co_ c_ sin /_ sin c_ cos /_sin c_] (105)-cos /_cos c_ sin /_cos c_

Moment matrix F_F_ is then given by

[, 0]F_F_= 0 cos 2c_ (lO6)

Let the Y- and z-axis sensors have equal measurement variance o-2 and let the three
Y

measurement errors be uncorrelated; then measurement covariance matrix Ev is of the form

[ 2 0 0]
o-x

L00 0jP'_ = o-v

0

Combine equations (104) to (107) to obtain variance functions o-_(z) and o-_(z) of the inferred

inputs, as follows:

2=o-_ cos 2 c_+ 2 sin 2c_-1o-?; cry

o-?- o-2:_- / (108)
R COS 2 O(

Note from equations (108) that era(z ) = o-_ whenever o-_ = o-v. If o-v > o-._ then era(z )

reaches a minimum of o-_ at c_ = 0°, and reaches a maximum of cry at c_ = 4-90 ° . Thus, the

three-axis sensor eliminates inDrred pitch angle uncertainty singularities at c_ = 4-90 ° seen for

the single-axis sensor with independently measured roll in equation (81) and for the two-axis

z-y sensor package. However, inferred roll angle is unbounded at c_ = 4-90 °. Both uncertainties

are independent of roll.

Curves of relative standard deviations o-a(z)/o-_,_(z) and o-k(z)/o-<v(z ) appear in figures 12

to 20 as c_ varies from -90 ° to 90 ° , as /_ varies from 0° to 180 °, and for o-v = o-_" Weighted

leas>squares estimation is assumed, where output component squared errors are weighted by

the inverse of the associated output variances. Figures 13 and 14 illustrate inferred pitch

and roll angle uncertainties plotted versus pitch and roll, respectively, for o-v = o-_ = 10o-_,

f2_ = f2 v = f2_ = 0.1 °, A_ = rr/2, and A v = A_ = 0°. There is negligible deviation from the

misalignment-free curves of equations (108).

Figures 15 and 16 repeat the case of figures 13 and 14 with o-v = o-_ = 10o-_ except that

f2_ = f2 v = f2_ = 1°; there is insignificant change from figures 13 and 14. Figures 17 and 18

repeat the case of figures 15 and 16 with f2_ = f2 v = f2_ = 1° except that o-v = o-_ = o-._;

inferred pitch uncertainty is nearly constant over pitch and roll in spite of 1° misalignment

angles. Figures 19 and 20 repeat the case of figures 15 and 16 with o-v = o-_ = 10o-_, except that

f2_ = f2 v = f2_ = 5°; pitch angle uncertainty worsens by approximately 50 percent at roll of 90 °.

6.7. Summary of Pitch Measurement With Roll

Comparison of figures 13 to 20 with figures 10 and 11 confirms that the three-axis sensor

package is required for general purpose pitch-roll measurement. To obtain the most accurate

pitch measurement over the full pitch and roll angle ranges, high-precision sensors are required
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onall threeaxes.However,in%rredpitchanglemeasurementaccuracycanbemaintainedwithin
the typical rangesof -60 ° to 60° for pitch and-180° to 180° for roll anglesusingy- andz-axis
sensorswhoseuncertaintiesareup to 10 timesgreaterthan the x-axis sensor uncertainty, and

with sensor misalignment angles as large as 2°. Thus, accurate pitch measurement with roll can

be obtained fl'om -60 ° to 60 ° with a high-precision x-axis sensor in two- and three-axis packages

with significantly less accurate y- and z-axis sensors and in a single-axis package with significantly

less accurate independent roll measurement. Note that roll measurement at c_ -- ±90 ° is not

possible with the three-axis sensor. The x-y axis sensor is useful primarily for pitch measurement

fl'om -180 ° to 180 ° with independently measured roll for R _ ±90 °.

7. Fractional Experimental Designs

Fractional experimental designs constructed as subsets of larger type D experimental designs

can provide more efficient calibration while maintaining adequate prediction uncertainties. Test

point placement for fl'actional designs includes the following considerations:

1. Comprehensive test point coverage throughout the area of t3 including boundaries

2. Sufficient incremental resolution to define functional variation

3. Limited number of experimental design points to maintain affordable calibration

The number of points for experimental design D can be reduced while maintaining coverage

over its full area by decimation of selected interior rows and columns. This procedure also

maintains full incremental resolution within the nondecimated rows and columns. Figure 21(a)

illustrates an N x M type D design, where N = 19 and M = 13. Figure 21(b) illustrates the

same design wherein every KRth row is decimated by a factor of ICe, = 3, and every Kc, th column

is decimated by a factor of I¢ R = 4. Boundaries are not decimated. The number of points,

denoted by (7', of the fl'actional design is thereby reduced from (7 = NM = 247 to (7' = 139,
where

= k + + (M - 1) - + (109)

8. Replicated Calibration

As discussed in reference 5, up to 10 replicated calibrations over an extended time period

are necessary to obtain adequate statistical sampling over time, to estimate bias and precision

uncertainties, and to test for nonstationarity and drift of the estimated parameters. The following

analysis of variance techniques developed in reference 5 are applied to experimental calibration

data presented below:

1. Test of significance for presence of bias uncertainty

2. Estimated bias and precision uncertainties

3. Tests of significance for estimated offset and sensitivity drift

Typically six replicated calibrations are obtained.

9. Experimental Calibration Data

Calibration residual plots are shown figures 22 to 54 for the experimental calibration data

sets described in this section, with 95 percent calibration confidence intervals indicated as dotted

curves and 95 percent prediction intervals indicated as dash-dotted curves. Residual sets for each

replication are indicated by a unique symbol. Numerical statistics for selected figures are listed

in table 2 as follows. The standard error of the regression is denoted by crE. Analyses of variance

(ref. 5) provide estimates of standard error o-bi_s due to calibration bias error and standard error
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o-pl._ due to calibration measurement precision error. Symbol Tbias denotes the test value for the

calibration bias error test of significance; (Fbi_)._ denotes the corresponding F-distributed limit

at 95 percent confidence level. In addition, standard errors and tests of significance are indicated

for variation between replications of estimated sensor offset and sensitivity. Variables crb and o-_,

denote the estimated standard errors due to drift in b and 5', respectively. Symbols Tb and T_s,

denote test values for significant offset drift and sensitivity drift, respectively; (Fb,_,)_ denotes

the corresponding F-distributed limit for both test values. Note that the tests are statistically

significant if test value T exceeds limit F.

Inferred residual plots are also provided for each data set, obtained by back-computation of

inferred calibration inputs using the observed calibration output data and estimated calibration

parameters. The corresponding inferred calibration confidence intervals and prediction intervals

are shown as dotted curves and dash-dotted curves, respectively.

9.1. Single-Axis Calibration Without Roll

Figures 22, 24, and 26 present calibration residual plots with 95 percent confidence and

prediction intervals for six replicated calibrations without roll of a high-precision single-axis

AOA sensor, without temperature correction. Inferred calibration inputs are back-calculated by

using equation (76). The corresponding inferred residual plots appear in figures 23, 25, and 27.

The calibration of figures 22 and 23 employs design D1 from c_ = -36 ° to 36 ° with

2° increments. The standard error of regression of figure 22, listed in table 2, is 0.000160°; no

significant calibration bias error or sensor sensitivity drift over the six replications is detected.

Slightly significant sensor offset drift is detected. The rms value of the residuals of the inferred

angles, denoted by o-in,_, equals 0.000174 ° .

The calibration of figures 24 and 25 employs design D1 from c_ = -180 ° to 180 ° with

5° increments. The calibration residuals disclose a systematic sinusoidal error pattern with

two periods from c_ = -180 ° to 180 °. Note in table 2 that the larger standard error of regression

for figure 24 is 0.000317 °, compared with figure 22, and significant calibration bias uncertainty is

detected. Significant sensor offset and sensitivity drift are not detected. At -t-90 ° where inferred

confidence and prediction intervals become unbounded, most residuals of the inferred angles fall

outside the boundaries of figure 25. The observed sinusoidal systematic error in figure 24 is due

to static deflection of isolation pads within the sensor package.

Figures 26 and 27 illustrate residuals for six replicated four-point tumble calibrations with

a standard error of regression for figure 36 of 0.000284 ° listed in table 2. The large calibration

confidence intervals are caused by the reduced number of degrees of fl'eedom. Note also that

significant calibration bias uncertainty is detected although without significant sensor parameter

drift. Most residuals of the inferred angles fall outside the chart boundaries at c_ = -t-90 ° in

figure 27.

9.2. Single-Axis Calibration With Roll

Two single-axis AOA sensors were simultaneously calibrated with roll over multiple repli-

cations. Sensor 1 is a high-precision unit; sensor 2 is a less expensive unit of lower accuracy.

Experimental design D 1 with an extra roll point at 180 °, as in the design of figure 5, was employed

with pitch angle limits of +30 ° and +180 ° .

9. 2. i. Fall calib_'ation f_'om -30 ° to 30 °. Pitch and roll angle step sizes are 5° and 15 °,

respectively, and the resultant design contains 325 calibration points per replication over six

calibrations. Temperature variation did not exceed I°C during calibration.

Figure 28(a) illustrates calibration residuals of sensor 1 computed without temperature

correction; residuals are plotted versus pitch angle. As seen in table 2, the standard error of
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theregressionis 0.000776°with only minimallysignificantindicatedcalibrationbiasuncertainty.
However,verysignificantsensorsensitivitydrift, with T s, = 919, and less significant sensor offset

drift are detected, which is also apparent from slope variations seen in the residual pattern.

Figures 28(b) and 29 illustrate calibration residuals and residuals of the inferred angles,

respectively, for the data of figure 28(a) recomputed with temperature corrections for sensor offset

and sensitivity. Standard error reduces to 0.000387 ° compared with that in figure 28(a), as shown

in table 2; significant calibration bias uncertainty is detected. After temperature correction,

sensor offset drift and sensitivity drift are greatly reduced, with T s, = 5.14. Figure 30 illustrates

individual residual curves for the first replication only plotted versus pitch and parameterized

by calibration roll angles from 180 ° to 0° by using calibration parameters estimated over six

replications. The systematic error pattern produces minimum error dispersion at -5 ° pitch and

greatest dispersion at -4-30 ° pitch. Figures 31 and 32 illustrate calibration residuals and residuals

of the inferred angles, respectively, plotted versus roll angle. Minimum dispersion is apparent

near -4-90 ° roll, with maximum dispersion near 0 ° and -4-180 ° roll. Statistics for figure 31 are

identical to those for figure 28(b). Figure 33 illustrates individual inferred residual curves for

the first replication only plotted versus roll angle and parameterized by calibration pitch angles

over -30 ° to 30 °, using parameters estimated over six replications.

Figure 34 illustrates calibration residuals for less accurate sensor 2 plotted versus pitch with

temperature correction. The standard error of the regression is 0.00166 ° as listed in table 2;

calibration bias uncertainty is insignificant. Strongly significant sensor offset and sensitivity

drifts are indicated, which are apparent in the residual patterns.

9. 2. 2. Fractional calibration from -30 ° to 30% The design cardinality of the 325-point

calibration D design in section 9.2.1 is reduced to 53 points as follows: overall pitch and roll

angle resolutions are reduced from 3° to 15 ° and from 15 ° to 30 ° , respectively. Alternate rows

and columns are then decimated by factors of 2. Figure 35 illustrates the fractional calibration

residuals for sensor 1. Note the enlarged calibration confidence intervals, caused by reduced

degrees of freedom, and the larger prediction intervals compared with the full calibration data

of figure 28(b). As seen in table 2, the standard error is increased from 0.000387 ° in figure 28(b)

to 0.000427°; the test for calibration bias error is significant.

Figure 36 illustrates the data residuals computed from the full data set by using parameter
vector E and confidence intervals obtained from the fractional calibration. The standard error

of the residuals equals 0.000389 ° compared with the standard error of 0.000387 ° obtained for

the full data set of figure 28(b). For sensor 1, calibration by this particular fi'actional design

provides a fit nearly equivalent to that provided by the complete design.

9.2.3. Calibration from -i80 ° to 180% Pitch and roll angle step sizes are 15 ° and

30 °, respectively, with 325 calibration points per replication. Temperature variation during

calibration did not exceed I°C.

Figures 37 and 38 illustrate sensor 1 calibration residuals and residuals of the inferred angles,

respectively, computed with temperature correction over four replications; residuals are plotted

against pitch angle. The standard error of the regression is 0.000489 ° with significant indicated

calibration bias uncertainty, as seen in table 2. Slightly significant sensor offset drift is detected

without significant sensor sensitivity drift. Figure 39 illustrates individual residual curves for

the first replication only using calibration parameters estimated over four replications; curves

are plotted versus pitch angle and parameterized by calibration roll angles fl'om 0° to 180 °. The

systematic residual pattern is dependent on both pitch and roll; error variation with pitch angle

is sinusoidal with two periods over c_ -- -180 ° to 180%

Figure 40 illustrates calibration residuals plotted versus roll angle. Figure 41 illustrates

individual residual curves for the first replication using calibration parameters estimated over
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four replications;curvesare plotted versusroll angleand parameterizedby calibrationpitch
anglesfrom 0° to 180°. The systematicerrorpattern is dependenton both pitch androll; error
variationwith roll angleissinusoidalwith oneperiodoverR = -180 ° to 180 °.

Figures 42 and 43 illustrate sensor 2 calibration residuals and residuals of the inferred angles,

respectively, with temperature correction over six replications; residuals are plotted versus pitch

angle. The standard error of the regression is 0.00134 ° . Other statistics appear in table 2.

Calibration bias uncertainty is insignificant. Strongly significant sensor offset and sensitivity

drift are detected between replications.

9.3. Three-Axis Calibration With Roll

A three-axis model attitude sensor package containing identical high-precision sensors was

calibrated with roll for six replications. Experimental design D1 with an extra roll point at 180 °,

as in the design of figure 5, was employed with pitch angle limits of+90 ° and -t-180 °. Sensor data

are temperature corrected; confidence and prediction intervals appear in each figure. Residuals

of the inferred angles are obtained by subtracting true angle values from the back-computed

angle values.

9. 3. 1. Calibration from -90 ° to 90 ° . Pitch and roll angle step sizes are 10 ° and 30 °,

respectively, with 247 calibration points per replication over six calibrations. Total calibration

time was approximately 13 hr with temperature variation no greater than -4-1°C. Figures 44(a),

(b), and (c) illustrate calibration residuals plotted versus pitch angle for the x-, y-, and z-axis

sensors, respectively, over six replications. The regression standard errors of the three sensors

are 0.000434 °, 0.000444 °, and 0.000355 °, respectively. As seen in table 2 significant calibration

bias uncertainty and significant offset drift are detected for each of the three sensors. However,

significant sensitivity drift is detected only for the x- and z-axis sensors.

Figures 45 and 46 illustrate residuals of the inferred pitch and roll angles, respectively, for

the first replication only; curves are plotted versus pitch angle. Prediction intervals for inferred

roll angle uncertainty, shown as functions of pitch angle, are significantly greater than those for

inferred pitch angle uncertainty.

9.3.2. Calibration from -i80 ° to i80 ° . Step sizes for pitch and roll angles are 10 °

and 30 °, respectively, with six replications. Total calibration time was approximately 28 hr.

Figures 47(a), (b), and (c) illustrate calibration residuals for the x-, y-, and z-axis sensors,

respectively, over the six replications; curves are plotted versus pitch angle. Statistics are given

in table 2. The regression standard errors of the three sensors are 0.000409 ° , 0.000523 ° , and

0.000479 °, respectively. Significant calibration bias uncertainty is detected for each of the three

sensors. Two periods of a sinusoidal error pattern over c_ = -180 ° to 180 ° are apparent in

figure 44(c) for the x-axis sensor. However, significant sensitivity drift and significant offset drift

are detected only for the x- and z-axis sensors. Figures 48 and 49 illustrate inferred pitch and roll

angle residuals, respectively, for the first replication only; curves are plotted versus pitch angle.

A sinusoidal error pattern is also apparent in the inferred pitch angle residuals of figure 48, with

unusually large scatter at c_ = -90 °. The observed sinusoidal systematic error is due to static

deflection of isolation pads within the sensor package as observed also in figure 24.

9.3.3. Sia_-point tumble calibration. Six replicated six-point tumble calibrations using

design T are obtained from the previous data set in section 9.3.2. Figure 50 illustrates x-,

y-, and z-axis sensor calibration residual curves over the six replications; individual curves are

plotted veesus pitch angle. Statistics appear in table 2. The regression standard erroes are

0.000433 ° , 0.000197 ° , and 0.000279 ° , respectively. Significant calibration bias uncertainty is

detected for the x- and y-axis sensors. However, neither significant offset drift nor sensitivity
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drift is detectedfor the x- andy-axis sensops. Figure 51 illustrates inferred pitch angle residuals

and roll angle residuals, respectively, for all six replications; curves are plotted versus pitch angle.

Figure 52 illustrates sensor output residuals for the entire calibration data set computed

by using parameters estimated from the six-point tumble calibration data. The indicated

confidence and prediction intervals are obtained from the tumble calibration regression analysis.

Standard residual errors are 0.00104 ° , 0.00095 ° , and 0.00084 ° , respectively. The corresponding

regression standard errors appear in the previous paragraph. Comparison with figure 44 shows

that the replicated six-point tumble test significantly underestimates prediction intervals. At

the same time it suffers greater calibration uncertainty compared with the full calibration, as

evidenced by the larger calibration confidence intervals. Compared with figure 47(a), figure a2(a)
illustrates increased standard residual error (0.00104 ° compared with 0.000433°), as indicated

by the systematic error pattern, caused primarily by the limited spatial resolution of the T

experimental design compared with the multipoint Do design.

9. 3. 3. F_'actional calib_'ation f_'om - 180 ° to 180 °. The design cardinality of the 481-point

calibration of section 9.3.4 is reduced to 73 points as follows: overall pitch and roll angle

resolutions are reduced from 10 ° to 30 ° and from 30 ° to 60 ° , respectively. Alternate rows and

columns are then decimated each by a factor of 2. Statistics are given in table 2. Comparison

of the x-axis sensor fractional calibration residuals, shown in figure 53, with the full calibration

residuals of figure 47(a) shows nearly the same prediction intervals, although the calibration

confidence intervals are enlarged due to fewer degrees of freedom. The standard errors and

tests for calibration bias error are nearly unchanged. However, the fractional calibration fails

to detect significant offset drift and indicates considerably reduced sensitivity drift significance.

Figure 54 illustrates the data residuals computed fi'om the full data set by using the parameter

vector _" and confidence intervals estimated by fractional calibration. The standard error of

the residuals shown in figure 54 equals 0.000410 ° compared with a residual standard error of

0.000409 ° obtained in figure 47(a). Except for offset drift detection, the 73-point fl'actional

calibration performs equivalently to the full 481-point calibration.

10. Concluding Remarks

Statistical tools, developed in NASA/TP-1999-209545 for nonlinear least-squares estimation

of multivariate sensor calibration parameters and the associated calibration uncertainty anal-

ysis, have been applied to single- and multiple-axis inertial model attitude sensors with and

without roll. These techniques provide confidence and prediction intervals of calibrated sensor

uncertainty as functions of applied input angle values. They also provide a comparative per-

formance study of various experimental designs for inertial sensor calibration. The importance

of replicated calibrations over extended time periods has been emphasized; replication provides

estimates of calibration precision and bias uncertainties, statistical tests for calibration or mod-

eling bias uncertainty, and statistical tests for sensor offset and sensitivity drift during replicated
calibrations.

The techniques developed herein properly account for correlation among estimated calibration

parameters and among multisensor signal conditioning channels, allow inclusion of calibration

standard uncertainties, and account for uncertainty of independently measured roll angle. Previ-

ous empirical techniques for treating correlations among estimated parameters may overestimate,

or in certain cases significantly underestimate, uncertainty magnitudes.

The sensor output variance function, and hence calibration confidence intervals and prediction

intervals, have been shown to be identical for x-, y-, and z-axis sensors. Moreover, the output

variance function is independent of the inertial sensor parameters c = [bSf2 A] T. Hence, the

design figure of merit is independent of the sensor under calibration. In addition, the sensor

output variance function is independent of roll angle R for experimental design Do, wherein roll
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angle test points are uniformly spaced over the roll angle range without repeated principal angle
values.

Parametric studies show that the pitch sensor figure of merit, computed within a limited usage

range, can be reduced by limiting pitch angle test points to a range approximately 1.5 times

the usage range. For example, calibration over a pitch range fi'om -45 ° to 45 ° is appropriate

for a pitch usage range of -30 ° to 30 °. Additional modest variance reduction within a limited

test range is possible by concentrating pitch angle test points near the center of the range of

interest. However, as discussed in NASA/TP-1999-209545, uniformly spaced designs minimize

the mean normalized error variance due to systematic bias errors. For this reason, design D1

with uniformly spaced pitch and roll angle test points is preferable. Experimental results show

that calibration over a pitch range fi'om -180 ° to 180 ° detects systematic bias errors not seen

in pitch calibrations from -45 ° to 45 ° .

Experimental results show that fl'actional multipoint D designs can provide adequate statisti-

cal uncertainty and uncertainty characterization with increased calibration efficiency. However,

experimental results show that tumble test T calibration designs, limited to cardinal angles, pro-

vide insufficient spatial resolution to adequately characterize systematic modeling uncertainty.

As a result, prediction intervals tended to be significantly underestimated in spite of increased

calibration uncertainty due to fewer degrees offreedomevidenced by larger calibration confidence
intervals.

Simple closed-form rational trigonometric polynomial expressions are obtained for computa-

tion of confidence and prediction intervals for design D 1. In any case, numerical poin>by-point

calculation of confidence and prediction intervals for any design is readily programmed for on-line

computation or posttest data reduction.

Inferred input pitch and roll angle uncertainties are dependent upon independent variables,

pitch angle a and roll angle R, for any experimental design, even if the variance function is

independent of R.

Single- and two-axis model attitude sensors do not provide accurate pitch angle or roll

angle measurements near pitch of -t-90 ° . Neither does the two-axis sensor provide accurate roll

measurement near roll of -t-90 ° at any pitch angle. Within the range of typical sensor parameters

the three-axis sensor eliminates measurement singularities except for roll angle measurement

near pitch of-t-90 °. By using identical x-, y-, and z-axis sensors, full pitch angle precision is

maintained over a pitch range fl'om - 180 ° to 180 °. Adequate pitch angle measurement precision

with roll can be maintained within a pitch angle range fl'om -60 ° to 60 ° by use of a precision

x-axis sensor with significantly less accurate y- and z-axis sensors, such as crv = cr_ = 10cr_, and
_<2 °.

Recommendations for model attitude sensor calibration and usage are as follows:

1. The pitch angle calibration range should be approximately 150 percent of the usage range.

2. The roll angle calibration range should be from -180 ° to 180 °.

3. Test points should be uniformly spaced in both pitch and roll.

4. Pitch angle should vary from minimum angle to maximum angle and back to minimum

angle.

5. Fractional D calibration experimental designs may be employed for calibration efficiency,

provided that statistical adequacy is established experimentally.

6. Calibrations should be replicated at least 6 times, and preferably 10 times, for estimation

of bias and precision uncertainty and for detection of parameter nonstationarity.
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7. Four-pointand six-point tumblecalibrationexperimentaldesignsarenot recommended
for laboratorycalibration.

8. The single-axispackagemay beusedfor pitch anglemeasurementwith adequateuncer-
tainty whenevertheuncertaintyof the independentlymeasuredroll angledoesnot exceed
10timesthe desiredpitch angleuncertainty.

9. Thethree-axissensorpackageissuitablefor generalpitch-rollmeasurementwithadequate
accuracyexceptfor roll measurementnear pitch of -t-90 °. The y- and z-axis sensor

uncertainties should not exceed 10 times the x-axis sensor uncertainty.

10. The x-y axis sensor package is suitable only for measurements away from pitch of -t-90 °

and roll of-t-90 °. The y-axis sensor uncertainties should not exceed 10 times the x-axis

sensor uncertainty.

The recommended calibration experimental designs may be readily implemented by means of

modern automated calibration apparatus.
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Appendix A

Derivation of x-_ y-_ and z-Axis Sensor Outputs for Measurement With Roll

The inertial attitude sensor output is obtained in reference 2 by computation of the projection

of the gravitational force vector onto the sensor sensitive axis. The effects of package rotations

in pitch, roll, and yaw, as well as package misalignments Q and A, are computed by means of
coordinate transformations.

Consider a three-dimensional right-hand coordinate system with axes x, y, and z, where

negative z represents the direction of gravity in gravitational coordinates, shown in figure A1.

Let x denote the direction of the model axis in model coordinates at zero pitch, roll, and yaw.

Then g = [0 0 - 1] T denotes the normalized gravitational force vector in gravitational coordinates,

and let gq = [gq,,. gq.v gq_]T denote g transformed into sensor coordinates.

Transformation fi'om gravity coordinates to model axis coordinates, and thence to sensor

coordinates, consists of an ordered sequence of rotations defined by the following coordinate

transformations:

1. Pitch c_ left-hand rotation about y-axis:

= 1 (110)
• sin c_ 0 cosc_ •

2. Roll R left-hand rotation about x-axis:

= I! 0 0]cos R sin R

-sin R cos R

(111)

3. Yaw Y left-hand rotation about z-axis:

I cosY sinY 0]
Ty(Y) = -sin Y cos Y 0 (112)

0 0 1

Model At tit ude Transformation

Let the model be oriented at pitch angle c_ and roll angle R. Transformation from gravity

coordinates to model coordinates is represented by pitch rotation T_, (c_) followed by roll rotation

TR(/_). Gravity vector g transformed to model coordinates becomes

g_,_e= TR(/_) T(_(c_)g (113)

Transformat ion t o x-A xis Sensor C oordinates

The sensitive axis of the x-axis sensor is nominally aligned with the model x-axis. Sensor

misalignment is represented as transformation fi'om model coordinates to sensor coordinates as

positive roll rotation TR(A) followed by positive yaw rotation Ty(_). In x-sensor coordinates

the gravity vector is given by

gq,,. = Ty(f2_) TR(A_)g.,,I (114)

The x-component of g_,., corrected for sensor sensitivity S._ and offset b_, yields equation (2).
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Transformation to y-Axis Sensor Coordinates

Transformation to the sensitive axis of the y-axis sensor, nominally aligned with the model

y-axis, is represented by the y-component of vector g:_e. Sensor misalignment is represented by a

model-to-sensor coordinate transformation as positive pitch rotation T(,(A) followed by positive

roll rotation TR(_). In y-axis sensor coordinates, the gravity vector is given by

(115)

The y-component of gq.v' corrected for sensor sensitivity S v and offset bv yields equation (4).

Transformation to z-Axis Sensor Coordinates

Transformation to the sensitive axis of the z-axis sensor, nominally aligned with the model

z-axis, is represented by the z-component of vector g,_e. Sensor misalignment is represented by a

model-to-sensor coordinate transformation as positive yaw rotation Ty(A) followed by positive

pitch rotation T_,(_). In z-axis sensor coordinates the gravity vector is given by

gq_ = T(,(_) Ty(A_)g._ (116)

The z-component of gq_, corrected for sensor sensitivity S_ and offset b_, yields equation (5).

X

(
Roll

Yaw

Figure A1. Cartesian coordinate system.
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Appendix B

Evaluation of Matrix H E

Matrix HE of equation (45) is evaluated for the pitch sensor. The kth 4 x 4 matrix contained

in 4 x 4 x I( array Fcc defined in equation (46) is equal to the Jacobian matrix of equation (2)

evaluated at the kth element of experimental design t3. The elements of Fc_ are obtained for the

pitch sensor by differentiating equations (21) to (24) as follows:

£b = A_• = £e = fM = fs'_' - 0

fs, e_, = -sin f2 sin c_a.-cos f2 cos c_a.sin (iga. + A)

fs=4_, = -sin f2 cos c_a. cos (iga. + A)

feez, = -S [(cos f2 sin c_. - sin f2 cos c% sin (/_. + A)]

fcL_z, = -S cos _ cos c_a. cos (/_a-+ A)

f_A_, = S sin g_ cos c_. sin (R_. + A)

(lit)

( 20)

( 22)

Similar expressions result for the roll sensor. Matrix F_z, is therefore of the form

F cck

0 0 0 0 ]

feA ,
(123)

If measurement covariance matrix Uy equals cr2I, then matrix H E is given by

1

HE= 7

0 0 0 0
K K

k=l k=l

K K K

k=l k=l k =1

K K K

k=l k=l k=l

(124)

where ea- is the kth element of residual vector _.

Simulation studies show that among the experimental designs evaluated above the prediction

uncertainty is unaffected by matrix HE for values of measurement error standard deviation

cr _< 0.011vl, where v is the observed output vector. Moreover, only insignificant random

effects are evident for cr _< 0.11vl; this confirms that H E may be neglected for typical levels

of measurement error.
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Appendix C

Properties of Sensor Variance Functions

The proofs of Theorems I to IV are given in this appendix.

Theorem I: Sensor output variance function cry(z) is independent of calibration parameters b
and S.

Proof: It is shown in appendix D, in the general evaluation of elements of matrix R_ for the
x-axis sensor with roll, that matrix R_ is of the form

R_

F rbb rbS rbQ

rbS rSS rSQ

r bQ rs_ r_

r bA rSA rQ A

_A

rSA

r_?A

rAA

rbb rb._" Spb_ SwpM ]

S pb_ S p._'_ S2 p_ S2wp_A

SwpM Swp._.A S2wp_A S2w2pAAJ

(12_)

The terms denoted by r and p are obtained by means of equations (130) to (135) and are

explicitly evaluated in appendix D by equations (176) to (205). It follows from equations (28)

to (40) for sensors 9 and z that matrices R v and R_ may be expressed in the same form. For
the x-, 9-, and z-axis sensors, vector fc is of the form

fJ = [£ A, f_ A] = [£ A,S4)_S_4)A] (126)

where 0a and 0x are independent of b and S; presubscripts x, y, and z are elided for convenience.

It is shown by Lemma 1, appendix D, that if matrix R 1 exists, then

_(z_)

4--_ q_-f_R _f_=_P _c (127)

where

and

P

4,_= [k A,e_ <d_ (12s)

Because the elements of 0_, and those

variance function qR is independent of

rbb rb._' Pb_ PM

Pba P._'a Paa PeA
LPM P.vx P_=4 Pxx

of P as shown,

(129)

are independent of parameters b and S,

b and S. In particular, matrix P is obtained as

P = _ (130)

where K x 4 matrix _ is defined as

where

< l

<\ i
4' '0.__'Oa'OA]= bl I I (131)

O_= [fb,...&Y (13_)
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_._,= [A_.. .f._,S (133)

0_ = [¢_1... ¢_,_-]T (134)

0A = [¢A1...CA,_-Y (135)

Therefore matrix P is independent of parameters b and S because P is computed by using

equations (130) to (135). The proof for the single-axis sensor without roll is analogous.

QED

Theorem II: Sensor output variance function cry(z) is independent of calibration parameter f2.

Proof" For x-, y-, and z-axis sensors define vectors

g_ = [1x c

g_ = [1
:gc

g_ = [1

sin c_ cos c_(sin/g cos A_. + cos/g sin A_,)

-cos c_ sin /_ -sin A.v sin c_+ cos A.v cos ct cos/_

-cosct cos/_ -cosA, cos ct + sin A, cosctsin /_

and matrix

rw

Matrix Pw is orthogonal; that is,

-cos c_(cos /g cos A_,- sin /g sin A_,)] ]

cos A:v sin ct + sin A:v cos ct cos/_ ]

-sin A_ sin ct - cos A_ cos ct sin /_ ]

1 0 0 0]

-sin f2 -cos f2 0

0 0 1

(136)

(137)

r_, rw = rw r_, = I (13s)

For sensors x, Y, and z, gradient vector ,;b_, defined in equation (128), equals the product of

vector g_ and matrix Fw as follows:

07 = g7 r_, (139)

Similarly, K x 4 matrix _ defined in equation (131) may be written as

e_ = G_r_ (140)

where K x 4 matrix G_ is defined as

[ < ]

[1 , , , (141)T
gcIc

where for sensor x

gxc;

NX_ Z

g._ = [1... 1]_

= [sin cq... sin c_ic]T

cos ch sin (R1 + A_)

cos c_,c sin (Rzc + A_)

(142)

(143)

(144)
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cos al cos (R1 + A_) ]

/g._A = (145)

cos sic cos (Ric+ A,) J

Vectors gv6, g:<s', gv_, gvx and g_6, g_,s', g_, g_x are defined similarly. After noting that

P I=FTT(G]Gc) 1F_v (146)

it follows that the gradient vector _bc obtained in equation (128) may be combined with

equations (139), (140), and (146) to yield

?2
= g_ (147)

Therefore, o.[(z) is independent of f_ for sensors x, 9, and z. The proof for the single-axis sensor

without roll is analogous.

QED

Theorem III: Sensor output variance function o.[(z) is independent of calibration parameter A.

Proof: Define vectors

h_ = [1 sin c_ cos c_ sin /_ -cos c_cos /_]T /

h_=[1 -cos_sin_ cos_cos_ sin_ 3_

h_ = [1 -cos c_ cos R -sin c_ -cos c_cos R] T

(14s)

and matrix

[i000]0 1 0 0

FA = 0 cos A -sin A

0 sin A cos A

Note that matrix FA is unitary and that

(149)

g7 = h7rA (1_0)

for sensors x, 9, and z. Define K x 4 matrix H_ similarly to Gc as

Hc

[ hT ]

Cl

hc_

(1_1)

After noting from equations (141) and (149) that

[G_G_] 1= r_ [n7 n_] _rA (1_2)

it follows that
O- 2

(1_3)
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for sensors x_ y_ and z.

independent of A.

QED

Therefore, o:_(z) is independent of azimuth A since hc and Hc are

Theorem IV: Let roll angle calibration set 6R, defined in equations (10), contain K = NM points

uniformly spaced over the interval [-r_,r_-AR], where M and N are integers,

AR = 2r_/M, and the principal value of each angle contained in 6R occurs with

the same frequency, then the pitch sensor output variance cr_(z) is independent of

roll angle R.

Proof: Since variance function cr_(z) is independent of calibration parameters b, S, f2, and R,

evaluation of equations (21) to (26) using the parameter values of equations (58) yields the
following equations:

f*b=l }

f,s. = sin c_

q_._a= -cos a sin R

0.,_ = -cos _ cos R

Evaluation of equations (173) and (174) in appendix D yields

(1 4)

C_,_,IR= 0 /

fC2R = 0

It follows from equations (176) to (203) that

Px _

r_ r_b,_. 0 0 ]
/

0 0 P._aa 0 ]
0 0 0 P._AA

(1 6)

where

It then follows that

p.l_ =

r_bb= MN ]

r._b._, = MS,,

I

-- r_ 0
D D

_ 0 0
D D

0 0 1 0
19 x AA

0 0 0 1
19 XA A

(1a7)

(iss)
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-r 2 . Evaluate equation (59), with the help of equations (128), (154),where D z T'ebb T*c£,£, "Cb£'
and (158) to obtain

cr_(z) _ 0c(z) P _ ¢

sin 2 c_

D + cos 2 C_/(p._AA)
(1 9)

which is seen to be independent of roll /_.

QED
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Appendix D

Evaluation of the Moment Matrix

Lemma 1" Proof of equation (127).

Define matrix -_ as
1 0 0 0

0 1 0 0

0 0 S 0

0 0 0 Sw

It follows from equations (126) and (128) that

and from equations (125) and (129) that

If R 1 and -_ 1 exist, then

fc = ZOc

R = -_P-_

Hence,

QED

RI=E1p1E 1

qR=fTR lf_=_TE._ 1p 1E 1E@ =@T p_ 16_

(16o)

(161)

(162)

(163)

(164)

The following definitions and relations are used in the subsequent development:

1. Pitch angle set 6(, contains N points in the closed interval [c_,_inc_..... ]

a.

b.

c. With these definitions,

}SA --_ sin c_,_

N

C a _ _ COS C_n

]S>, --:_= sin 2c%

C2_, f cos 2c%

N

lz:]

(16_)

(166)

(167)
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2. Roll angle set BR contains M points in the closed interval [/_l_ilfl ..... ]

a.

b.

}SF = E sin /_,,,

M

C'F = E cos R,,,

S2R _= _ sin 2/_,,,

C2R _ E cos 2/_

c. Using these definitions gives

}_e 1 M
Z c°s2 _,,, = g( + c2R)

(1<

(169)

(170)

Special Experimental Designs

Minimal design Do: Roll angle set fir contains M points uniformly distributed over the closed

interval [-r_+AR, r_] where the principal value of each angle contained in fir occurs only once

and AR = 2r_/M.

Minimal design D1 C Do: Pitch angle set Be, contains N points uniformly distributed over

the closed interval [-c_ ..... c_.... ] where the principal value of each angle contained in Be, occurs

only once unless c_.... = r_; Ac_ = 2c_.... /(N - 1). Roll angle set fir is the same as in design Do.

For D o and D 1 designs containing M D copies of a minimal design, the expressions obtained

below are multiplied by MD.

For design D1 C Do.

1.
_r

SA_ _sin c_,_=0
n=l

_r

Cc_ _ ECOS gn z

n=l

sin[N_...../(N- 1)]
sin[_...../(N--l)]

} (171)

.

_r

n=l

=0

C2c_ _ E cos 2g n =
Sil][2]V_ ..... /(IV- 1)]

Sil][2_ ..... /(IV -- 1)]

/ (172)
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The followingexpressionsareevaluatedfor 6RcontainingM points uniformly distributed

over the closed interval [-R ..... +AR,R ..... ], where AR = 2R ..... /_/_. Evaluation at R ..... = rr for

design D 0 yields zero in each case.

SR _= _ sin 1_,,, = sin /_ ..... ---- 0
n_=l

M

(JR -= E cos /_,,, = cot _ sill /_ ....... = 0
I1_=1

.

(173)

.

M

S2R _= _ sin 2/_,,, = sin 2/_ ..... ---- 0
I1_=1

M 1

I1_=1

COS 2J_,1 , ---- COt 2J_ ..... sin 2/_,,,c,._ = 0
M

} (174)

Evaluation of x-Axis Sensor Moment Matrix

Moment matrix R_, defined in equation (44) and required for computation of variance

function cr[(z), is now evaluated ill general using the approximation ill equation (49) showing

that R, may be expressed in the form of equation (125), as needed for proof of Theoreln I. Since

cr_(z) is independent of parameters b, S, f2, and A, matrix R_ is then simplified by using the

values given ill equations (_8) for later evaluation of o-[(z). Further simplifications are obtained

for designs D, Do, and/or D1.

With the values of equations (58), the elements of gradient vector 0._c become

f*b=l }

f._, = sin c_

0._ = -cos c_ sin /_

0._A = - cos c_ cos R

(17a)

Element-by-element evaluation proceeds as follows:

1. Fbb

General evaluation using equations (_8)"

r.%a = f'_fb

K

=EI=K
k=l

} (176)

Specific evaluation for design D:

r_bb = MN (177)

2. Fb_g = F_%
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Generalevaluationusingequations(58):

l*Xb5;

K K

k=l _i=l

Specific evaluation for design D:

l*Xb5;

M N

In=l n=l

Specific evaluation for design DI: r_b.s, = 0.

3. /'b_ : /'_b

General evaluation:

l*Xb_

K

a=l

Using equations (58) gives

K K

k=l k=l

cos a a. sin Ra.

Specific evaluation for design D:

iOx b¢2 --

M N

Specific evaluation for design Do:

PXb_ _ 0

4. FbA = FAb

General evaluation:

Fx bA

Using equations (58) gives

K

a=1

K K

_i=1 k=l

COS Cl_k COS ]_k

Specific evaluation for design D:

N M

P.CbA : --ECOS _nECOS l_m : --C:_CR

Specific evaluation for design Do:

P XbA _ 0

(178)

(179)

(18o)

(181)

(182)

(183)

(184)

(185)
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General evaluation:

Using equations (58) gives

= f_f_,

K K

x c_,k

k=l _i=1

Specific evaluation for designs D and Do:

General evaluation:

M X

K

k=l

K K

Using equations (58) gives

Specific evaluation for design D:

sin c_a. cos c_a. sin /_a.

M X
1 1

Specific evaluation for design Do:

7. r gA _ rA_g

General evaluation:

19xc, f_ _ 0

K

T

k=l

Using equations (58) gives

Px% 4

K K
1

sin 2c% cos /_.

Specific evaluation for design D:

e_r
1

n=l

M
1

sin 2_,, _ cos R,,, = -gS2_,%

39

(lS6)

(lS7)

(lSS)

(lS9)

(19o)

(191)

(192)

(193)

(194)



Specific evaluation for design Do:

General evaluation:

FxfK _

Using equations (58) gives

pxfK _

Specific evaluation for design D:

Px f-£_

/OxS A z 0

K

=Cf_ =s2Z_2 =s 2a f_ , x xf_ b x/OxfK_

_i-=1

K K

zfH,,

a=l a=l

M N
1

-- Z sin_n,,,Z c°s_'_,,--T(M - c>)( N +qa

Specific evaluation for design Do:

9. Ff2 A z FAr 2

General evaluation:

Fx f_ A

Using equations (58) gives

pxf_ 4

p._** = 1M(N + C>,)

K

= f_ f_ 2 = 2w

_i-=1

E <,, <A,: 7E cos sin
/_-=1 /_=1

Specific evaluation for design D:

1 N M 1

P_ = 7Z c°s__,,Z sin 2n,,,= 7(N + q_,)&_

Specific evaluation for design Do:

Fx A A

10. C4t

General evaluation:

/Ox_ A z 0

K

f_ f_ 2 2 E _2 2w2= = Sjw._ = S_ ._P._A
A " _ XAle " -
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Using equations (58) gives

PXAA

Specific evaluation for design D:

K K

Z o2_A,= Z cos2_ cos__ (203)
k=l k=l

N M
1

P._AA= Z c°s_'_"Z c°s_<'= 7(N+ C_,)(M+C_,_) (204)

P'_AA= }M (N + c2_,) (205)

Specific evaluation for design Do:

Evaluation of R Matrix for y- and z-Axis Sensors

By using the values of equations (58), the simplified elements of gradient vector 0:v_ for the

y-axis sensor are given by

fv.s' = -cos c_ sin R = 0._a
(206)

_:_ = -cos c_ cos R = _.<_

OvA = sin c_ = L_,

and the elements of gradient vector 0_ for the z-axis sensor are given by

fzb = 1 "]

L_, = -cos c_ cos R = 4'._A

0_a = sin c_ = f._.

qS_ = -cos c_ sin R = 0._a

(207)

Equation sets (175), (206), and (207) show that the elements of vectors 0:w and 0_. are

permutations of vector _._. Since matrices Pv and P_ are obtained from vectors Ow and _.,

their rows and columns are permutations of matrix P_, and are the same permutations as those of

vectors Ow and _, respectively, relative to vector _._. Therefore, it follows fl'om equation (127)

that quadratic forms qR,,. = qR._ = qR_ and thus variance functions 0_. (z) = cr_.._(z) = cr_.(z).

R v Matrix for y-Axis Sensor

The elements of gradient matrix R:_

in terms of R_ as follows:

are obtained from equations (206) and (176) to (205)

Fy_ z FXb b I

FybS, z _Xbf 2

P:_A z FXbS,

(2os)

f#,? S z /0x_ _ /

Pv,_'a P._aA

P:<s'A P.<s'a

(209)

Similar ly
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and
p_ z PXAA /

P zq_A P ._,_'A

P :_A /'.c,¢,¢

(21o)

R_ Matrix for z-Axis Sensor

The elements of gradient matrix R_

terms of R_ as follows:

Similar ly

and

are obtained fi'orn equations (207) and (176) to (205) in

T_zbb _ l*Xbb I

_'zh 9 _ PXbA

P Zbf_ _ l*Xb,9

tO ZbA _ P Xb_

(211)

/*z'9'9 ---- PXAA /

P_,_'_ P.<_'A

pz¢ A z p.c_ A

(212)

t) z_ z Fx 9S, /

P _ A P ._,_

P _A P._

(213)
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Appendix E

Evaluation of Figure of Merit of Experimental Design

The designfigure of merit V for experimental design D is given by equation (53). The

numerator of equation (53) contains integrals of cross products of the elements of gradient

vector 0c, which are now evaluated by using the parameter values of equations (58).

The design figure of merit for the a-axis sensor is obtained from equations (21) to (26)

and (58) as follows:

1. LbLb= 1

2. LaLs, = sin c_

t (_ nlax //_llk'l X
I_b b = dR da = Aa AR (214)

nfin J Rmin

f(_ (I llla X / _nlax
I._b,_,= sin c_dRdc_ = --ARA cos c_

min J Rmin

3. f._bO._z = -cos c_ sin R

(2_5)

jfo cl nlax f/_lllax
I_ = - cos c_ sinRdRdc_ = A sin c_ A cos R

(i nlill _nlill

(2_6)

4. LbO._ = -cos c_ cos/_

t cl nlax //_llk'l X
I_bA = -- COS C_ cosRdRdc_ = -A sin c_ A sinR

111_1 J _ nlill

(2_7)

5. f<_,f_, = sin 2 c_

I<_,_,= sin2 c_dRdc_= -AR Ac_--A sin2c_ dRdc_
rain J Rlni n 2 2

(2_8)

1

6. f<s'0._a = -_sin 2c_ sin R

sin 2c_ sin R dRdc_ = cos 2c_ A cos R
[.e,¢?'_ Z 7 nlill J _nlin 4

(2_9)

1

7. f<s'0._A = -_sin 2c_ cos R

 ZI.............= -- sin 2c_ cos RdRdc_ = 1A cos 2c_ A sin R
]f'eY;A 2 nin j Rln_ _ 2

(220)

8. O._aO._a = c°s_c_ sin_R

[xDD _ t (lmax /_nk3x

nfill d_nlill

,(cos _ c_ sin _ RdRdc_ = -_ Ac_ 1Asin2c_) (AR-1Asin2R)+2 2

(221)
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1 2

9. qS_aqS_A = 7cos" c_ sin 2R

=- cos 2 c_sin2RdRdc_=- Ac_+-Asin2c_ (Acos2R) (222)
I'_aA 2 n_,l d R,._I 8 2

10. 6._A6._A = c°s2g c°s2 R

IZ44'_ __--_nnk_x /Rmax

min J Rmln

cos 2c_ cos 2 RdRdc_= 7 Ac_+ 2 , )+ _-A sin 2R

(223)

where

/_g ---- glXlgX -- Ctlnin "[

f (224)

A sin c_ = sin c_..... -- sin O(lnin "[

fA sin R = sin R ..... - si n /_lnin

(22a)

and

A sin 2c_ = sin 2c_ ..... -- sin 2Chnin "[

fA sin 2R -- sin 2R ...... - sin 2/_lnin
(226)

Similar definitions apply for A cos c_, A cos R, A cos 2c_, and A cos 2R.

Define the following matrix where subscript x is omitted:

Ibb h_ • ha hal
I / (227)¢

/

LIbA &'A Ic_ &AJ

It follows that

a n_a x Rm ax 4 4

_v=_ qs(z) dx=/ [ O_P 10¢_ dRdc_ =EEPi.ilI% (228)
d%_in dRmh_ i=1 j=l

The figure-of-merit expression follows from equations (213), (214), and (228) as

MN_
v - (229)

hb

The final expression applies to x-, 9-, and z-axis sensors.
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Figure 1. Concluded.
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(b) Calibrated from -45 ° to 45 °.

Eigure 2. Normalized standard deviation of predicted output of single-axis AOA sensor with roll.
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Figure 3. Normalized standard deviation of predicted output of single-axis AOA sensor with roll

for calibration points unequally spaced from -30 ° to 30 ° .
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for calibration repeated at end points (-4-30 °) and once at 0 °
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Figure 5. Normalized standard deviation of predicted output of single-axis AOA sensor with roll.
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Figure 7. Normalized standard deviation of inferred pitch angle of single-axis AOA sensor with

independent roll measurements for Q_ = 1° and A_ = 90 ° .
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Figure 8. Normalized standard deviation of inferred pitch angle versus roll angle of single-axis

AOA sensor with independent roll measurements for f2_ = 1° and A_ = 90 °.
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Figure 9. Singularity loci of Jacobian matrix Ie of x- 9 axis AOA eensor.
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Figure 10. Normalized standard deviations of inferred pitch and roll angles of x-y axis AOA

sensor.
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Figure 11. Singularity loci of Jacobian matrix F_ for x-z axis AOA sensor.
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Figure 12. Singularity loci of Jacobian matrix F_F_ for three-axis AOA sensor for f_ = f_:. =
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Figure 44. Predicted output residuals of three-axis AOA package with roll for six replications

from -90 ° to 90 °. With temperature correction.
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from -90 ° to 90 ° . With temperature correction.
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Figure 47. Predicted output residuals of three-axis AOA package with roll for six replications

from -180 ° to 180 °. With temperature correction.
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Figure 47. Continued.
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Figure 48. Errors of inferred pitch angles of three-axis AOA package with roll for one replication

from -180 ° to 180 °. With temperature correction.
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Figure 49. Errors of inferred roll angles of three-axis AOA package with roll for one replication

from -180 ° to 180 °. With temperature correction.
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Figure _0. Errors of predicted output residuals of x-, //-, and z-axis sensors of three-axis

AOA package with roll for four-point tumble test with six replications. With temperature

correction.
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Figure 51. Errors of inferred pitch and roll angles of three-axis AOA package with roll for six-

point tumble test with six replications. With temperature correction.
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Figure 52. Predicted output residuals of three-axis AOA package with roll calculated by using

parameters estimated from six-point tumble test. With temperature correction.
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Figure 53. Predicted output residuals of x-axis sensor of three-axis AOA package with roll for

fi'actional design with six replications.
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